DISCUSSION PAPER

Information Asymmetries in the Digital Sexual and Reproductive Health Space

March 2021

United Nations Development Programme
Contents

INTRODUCTION .................................................................................................................................................. 3

A Rights-Based Approach to Sexual and Reproductive Health ........................................................................... 5

SRH and the Digital Health Knowledge Economy ............................................................................................... 8

Digital Platforms as SRH Information Gatekeepers ......................................................................................... 12

The Inscrutability of Algorithmic Processes ....................................................................................................... 17
  Algorithmic Opacity and the Rise of Digital Surveillance .................................................................................. 17
  Algorithmic Authority ....................................................................................................................................... 19

RECOMMENDATIONS ......................................................................................................................................... 22
  Supporting Greater Regulation of Online Platforms ......................................................................................... 22
  Developing Transparent and Reliable SRH Information Platforms ................................................................. 23
  Regulating for Greater Algorithmic Transparency ........................................................................................... 25
  Algorithms as ‘Global Public Goods’ ............................................................................................................... 27

CONCLUSION ....................................................................................................................................................... 30

This discussion paper was prepared by Natalie Druce, LL.M. Graduate, May 2020, New York University School of Law, as part of the NYU Law International Finance and Development Fellowship program.

The fellowship assignment was supervised by Serge Kapto, Policy Specialist, Data for Development, SDG Integration Team, Bureau for Policy and Programme Support, UNDP and Kenechukwu Esom, Policy Specialist, Human Rights, Law and Gender, HIV, Health and Development Practice, Bureau for Policy and Programme Support, UNDP.

Copyright ©UNDP 2021. All rights reserved.
One United Nations Plaza, NEW YORK, NY10017, USA

The analysis and recommendations expressed in this discussion paper do not necessarily reflect the official views and positions of the United Nations, its agencies or its Member States. Textual material may be freely reproduced with proper citation and/or attribution to the authoring agency.

UNDP is the leading United Nations organization fighting to end the injustice of poverty, inequality, and climate change. Working with our broad network of experts and partners in 170 countries, we help nations to build integrated, lasting solutions for people and planet.

Learn more at undp.org or follow at @UNDP.
INTRODUCTION

The proliferation of digital technologies in the health care context has important implications for fulfilment of the health-related Sustainable Development Goals (‘SDGs’). This is particularly evident when it comes to the SDG targets relating to sexual and reproductive health (‘SRH’). Technological developments offer an opportunity to expand the availability and accessibility of sexual and reproductive health services, especially for those populations that traditional health systems fail to reach. Digital technologies in the form of smartphone applications (‘apps’), social media websites and other online platforms offer an important source of information about SRH for people living in communities where such topics remain taboo.

Access to accurate information is a key determinant of sexual and reproductive health. Indeed, SDG target 3.7 makes explicit reference to ensuring universal access to SRH information and education.

Platforms that provide information on topics like menstruation, contraception and HIV have enormous potential in contexts where social and cultural norms preclude open discussion of these issues, and may be especially useful for people who do not feel comfortable disclosing certain health issues to in-person providers for fear of being stigmatized.

COVID-19 is reshaping the way in which people access SRH services and information. The pandemic has underscored the transformative potential of digital technologies in improving public health initiatives, yet it also raises a number of rights-based issues regarding equitable use of and access to such technologies. Chief amongst these is the power imbalance produced by information asymmetries between technology providers and users regarding how these technologies generate and disseminate content, collect, store and reuse personal data, and deploy algorithms to provide health advice and diagnoses. The aim of this paper is to make international organizations, including UN agencies and other stakeholders involved in the implementation of digital health strategies, aware of the ethical and human rights risks relating to information asymmetries in the context of digital technologies and SRH.

1 The key SDG targets that explicitly address sexual and reproductive health include SDG 3.7 (“By 2030, ensure universal access to sexual and reproductive health-care services, including for family planning, information and education, and the integration of reproductive health into national strategies and programmes”) and SDG 5.6 (“Ensure universal access to sexual and reproductive health and reproductive rights as agreed in accordance with the Programme of Action of the International Conference on Population and Development and the Beijing Platform for Action and the outcome documents of their review conferences”); noting that other targets, such as SDG 3.3 (“By 2030, end the epidemics of AIDS, tuberculosis, malaria and neglected tropical diseases and combat hepatitis, water-borne diseases and other communicable diseases”), also fall within the sphere of sexual and reproductive health.


This paper embraces an understanding of the health system as a ‘knowledge economy’, in which physicians and other health care professionals serve as gatekeepers who exist to make available medical expertise to patients. The discussion will primarily focus on digital technologies in the form of existing online platforms like Facebook, Twitter, Whatsapp and Google, which are increasingly becoming important sources of SRH information, as well as SRH apps developed for smart phones. These platforms allow users to act as ‘apomediators’ in the digital health knowledge economy, facilitating the sharing and dissemination of SRH information on a broader scale. They also give rise to some of the more egregious information asymmetry risks because they are often developed and operated by private entities with their own commercial interests and incentives. Given the global reach of these technologies, the scope of this paper is not limited to a specific set of countries, but it does focus on lower and middle-income countries (‘LMICs’) because they often have pluralistic health care systems in which participants are more heavily reliant on alternative sources of health information and where the risks posed by information asymmetries may be higher because of lower digital literacy levels and inadequate health and technological infrastructure.

This paper argues that, while digital technologies have the potential to subvert traditional knowledge asymmetries between clinicians and patients in the health sector, information disparities between technology providers and the general user population impede meaningful access to the digital health knowledge economy. This undermines the proper enjoyment of sexual and reproductive rights, which is necessary for attainment of the SDGs. In support of this argument, it makes the following claims: (1) in the digital era, technology providers function as gatekeepers of crucial SRH information. This poses a threat to sexual and reproductive rights because technology providers are not commercially incentivized to slow the spread of inaccurate health information. These platforms also withhold important educational content that is arbitrarily classified as sexually explicit; (2) the inscrutability of algorithms underlying digital technologies means that users do not understand how their data is used and processed to generate SRH-related content and advice; and (3) the illusion of algorithmic authority places technology providers and developers in a position to dictate norms surrounding SRH in a way that is opaque to users. The paper concludes by making recommendations as to how information asymmetries may be addressed by international organizations to better support the SRH-related SDGs in a manner that conforms to international human rights and ethical principles.

5 Gerald Bloom et al., ICTs and the Challenge of Health System Transition in Low and Middle-Income Countries, 13 GLOBALIZATION & HEALTH 1, 2 (2017).
7 Gunther Eysenbach, Credibility of Health Information and Digital Media: New Perspectives and Implications for Youth, in DIGITAL MEDIA, YOUTH AND CREDIBILITY 123, 129-130 (Miriam J. Metzger & J. Planagin eds., 2008).
8 Gerald Bloom et al., ICTs and the Challenge of Health System Transition in Low and Middle-Income Countries, 13 GLOBALIZATION & HEALTH 1, 3 (2017).
A Rights-Based Approach to Sexual and Reproductive Health

The discourse surrounding the relationship between SRH, human rights and sustainable development has evolved significantly over the last few decades. The 1994 International Conference on Population Development (‘ICPD’) Programme of Action marked a monumental paradigm shift in the way that the international community thought about SRH. It was the first time that reproductive rights were acknowledged as an integral part of the international human rights framework. Access to family planning services, for instance, was treated as a means of empowering women to take control of their own reproduction instead of as a population control issue. The Beijing Platform for Action, adopted the following year, sought to afford greater attention to sexual health and rights. Since then, advocates have sought to realize a more expansive sexual and reproductive health and rights agenda, which was reflected in the efforts of advocates in the lead up to the adoption of the SDGs. Unlike the Millennium Development Goals (‘MDGs’), the SDGs capture a broader understanding of SRH, veering away from a much narrower focus on maternal mortality. International human rights are ‘embedded in the architecture of the SDGs’ and SRH-related rights permeate the various targets and indicators. Goals 3 and 6 contain targets that explicitly refer to SRH but, because the SDGs are intended to be read as ‘integrated and indivisible’, improving SRH globally necessarily entails initiatives that touch on multiple goals and targets.

This paper takes up the integrated, comprehensive definition of SRH originally proposed by the Guttmacher-Lancet Commission and adopted by the United Nations Population Fund, which conceives of good sexual and reproductive health as a ‘state of complete physical, mental and social well-being in all matters relating to sexuality and the reproductive system’. This includes the right to autonomy in SRH decision-making and to a safe and satisfying sex life. The control that technology providers exert over a user’s informational environment and the impenetrability of algorithmic processes underlying the production of SRH information create information asymmetries that inhibit the proper enjoyment of sexual and reproductive health and rights. They do so by undermining the ability of individuals and communities to make full and informed decisions regarding sex and reproduction and shaping the context in which those decisions are made.

10 Id.
11 Id.
14 Id. at 52.
15 Id. at 55.
16 Id.
17 Id.
20 Id.
21 Id.
Information asymmetries in the digital SRH sphere also implicate a number of other human rights. The quality of SRH information available on digital platforms impacts both the right to health and the right to freedom of expression, while the collection and use (or misuse) of personal data affects the right to privacy, the right to informational self-determination and, in cases where sensitive SRH data is shared, the right to non-discrimination. These rights are overlapping and multifaceted. To fully understand the threat that knowledge disparities pose to individual rights, we must consider a more expansive understanding of the content of these rights. The right to an adequate standard of health, for example, which is provided for in a number of international instruments such as the Universal Declaration of Human Rights, Article 25 and International Covenant on Economic, Social & Cultural Rights, Article 12, extends beyond the right to access health care to include some of the underlying determinants of health i.e., health-related education and information. The conversation about the right to health also now includes questions regarding the extent to which people have the right to understand the underlying technologies used to provide health information and advice. Freedom of expression includes the right to receive and impart information and is guaranteed by the exchange of reliable information and ideas based on factual truths. Disseminating misinformation or withholding information undermines this right by impeding the ability of individuals’ to understand their informational environment. The right to privacy and reproductive autonomy are frequently linked, especially in countries like the United States where the right to privacy serves as the constitutional foundation of reproductive rights. It also arises, albeit in a different form, in respect of digital technologies due to the vast troves of personal data collected and stored by different technologies.

It is difficult to fully grasp the potential cost of information asymmetries from a human rights perspective when focusing only on individual rights. Information asymmetries in the digital health space also risk undermining collective societal values (i.e., participatory democracy) that form the foundations of the international human rights regime. As Karen Yeung argues, existing human rights language may be inadequate to capture the risks posed by technologies. Firstly, because it is difficult to identify with any certainty the individual rights that are being violated when users do not understand how these technologies work. And secondly, because information and power asymmetries in relation to complex technologies pose a threat to the ‘broader and more amorphous moral, social and political culture and context in which advanced digital technologies operate’.

---

27 Id.
29 Id.
30 Id.
31 Id.
potential dangers presented by digital technologies extend beyond infringing individual rights to molding the societal conditions under which individuals seek SRH information, advice and care. Thus, a rights-based discourse regarding information asymmetries and digital health must also consider the ‘collective, aggregate and cumulative’ risks that digital technologies may present.\textsuperscript{32}
SRH and the Digital Health Knowledge Economy

The health care sector is characterized by vast knowledge disparities between clinical professionals and patients. This is the case in many different industries involving service provision but is particularly consequential in the health care context due to the vital interests at stake. Gerald Bloom and colleagues argue that conceptualizing the health sector as a ‘knowledge economy’ provides a useful framework for understanding the formal and informal channels through which healthcare is provided, particularly in pluralistic health systems which are characteristic of many LMICs. In a pluralistic health system, there are many different providers of health care that operate alongside the official health sector and individuals assume more responsibility for their own health. Facilitating access to SRH in these countries is thus more heavily dependent on alternative sources of information and health services. The health knowledge economy framing also emphasizes a multidimensional understanding of SRH as it embraces forms of health-related activities that fall outside the traditional bounds of disease diagnosis and determining the absence of infirmity and dysfunction.

In the traditional health knowledge economy, clinical experts act as gatekeepers who control access to information and expertise about medicine and other forms of health care. SRH presents a special case as there are many socio-cultural barriers that stand in the way of access to SRH-related information and care and a greater variety of actors that engage in gatekeeping practices, including teachers, community leaders and family members. This is particularly true for adolescents in LMICs who shoulder the greatest SRH burden. Digital technologies have the potential to subvert traditional information asymmetries in the SRH context by empowering individuals to take control of their own sexual and reproductive health through providing a forum in which to share SRH information and educational materials in a less hierarchical fashion. This is a process referred to as ‘disintermediation’. Digital platforms help transform users into ‘apomediaries’ who ‘stand alongside’ their peers, enabling peer-to-peer sharing of SRH content while preserving the autonomy and agency of individuals seeking health information.

Digital platforms like Facebook, Twitter, Whatsapp, Google and Youtube are increasingly being used as sources of SRH information in countries where socio-cultural norms preclude open discussion of topics like contraception, menstruation and

33 Gerald Bloom et al., ICTs and the Challenge of Health System Transition in Low and Middle-Income Countries, 13 GLOBALIZATION & HEALTH 1, 2 (2017).
34 Id.
35 Id. At 2-3.
36 Id. at 3.
37 Linda Waldman et al., ‘We Have the Internet in Our Hands’: Bangladeshi College Students’ Use of ICTs for Health Information, 14 GLOBALIZATION & HEALTH 1, 2 (2018).
38 Id.
39 Id.
41 Gunther Eysenbach, Credibility of Health Information and Digital Media: New Perspectives and Implications for Youth, in DIGITAL MEDIA, YOUTH AND CREDIBILITY 123, 129-130 (Miriam J. Metzger & J. Flanagin eds., 2008); Linda Waldman et al., ‘We Have the Internet in Our Hands’: Bangladeshi College Students’ Use of ICTs for Health Information, 14 GLOBALIZATION & HEALTH 1, 3 (2018).
42 Id.
For many marginalized populations, the stigma surrounding SRH issues can be prohibitive in exercising their right to health. Legal barriers also stand in the way of access to SRH information for certain populations, notably requirements for parental or guardian consent to access HIV counselling services and laws criminalizing HIV transmission, sex work and consensual sex with same sex partners. In many countries, unmarried women and men are reticent to approach health care providers about SRH issues like contraception due to fear of judgment and potential privacy breaches. College students in Bangladesh reported being directed to seek out SRH information online by teachers who felt too embarrassed to engage with them on these issues.47

Social media sites play an increasingly significant role in LMICs as they offer a platform for knowledge dissemination and sharing that may not exist to the same extent in an in-person setting. UNESCO has pointed to the ‘enormous potential’ of social media to facilitate access to ‘positive, accurate and non-judgmental’ SRH information.48 A study in Bangladesh revealed that 95% of young people surveyed reported Facebook use as their primary online activity.49 In Rwanda, India and Malawi, young women and girls reported making use of platforms like Facebook, Whatsapp and Youtube to search for information about their sexual and reproductive health.50 These platforms also facilitate the sharing of information within communities in a way that affords more privacy and allows users to choose when, how and what content they circulate. In the social media context, users are ‘authors, recipients and curators of information’.51 Public health professionals are increasingly making use of social media to promote sexual health, especially for populations classified as ‘high risk’.52 Both social media and smartphone apps offer opportunities for public health interventions that cater to individuals with lower levels of health literacy by replacing blocks of text with infographics or videos. They are interactive, updated in real-time and convey health information more succinctly than

---

49 Linda Waldman et al., ‘We Have the Internet in Our Hands: Bangladeshi College Students’ Use of ICTs for Health Information, 14 GLOBALIZATION & HEALTH 1, 2 (2018).
51 Paul Byron, Social Media Platforms and Sexual Health, in THE ROUTLEDGE COMPANION TO MEDIA, SEX AND SEXUALITY 214, 216 (Clarissa Smith et al. eds., 2018).
52 See, e.g., Linda Waldman et al., ‘We Have the Internet in Our Hands: Bangladeshi College Students’ Use of ICTs for Health Information, 14 GLOBALIZATION & HEALTH 1, 2 (2018).
53 Xuewei Chen at al., Health Literacy and Use and Trust in Health Information, 23 J. HEALTH COMM. 724, 730-31 (2018).
official government sources or medical websites.\(^{54}\) They also offer spaces for online patient communities to interact and provide/receive support.\(^{55}\)

The advent of the ‘Quantified Self’ movement\(^ {56}\) has prompted the development of hundreds of thousands of health-adjacent apps. In 2017, there were more than 325,000 health-related apps in major app stores.\(^ {57}\) In the SRH space, there is a trend toward digital self-tracking in the form of menstruation apps that collect data on, among other things, users’ menstrual cycles, moods, smoking and drinking habits and sexual activity. These apps (which are part of a broader industry commonly referred to as ‘femtech’) were downloaded over 200 million times in 2016\(^ {58}\) and some estimates project that femtech will be a $50 billion market by 2025.\(^ {59}\) These apps can be used for three distinct purposes: period-tracking, fertility-related reasons and contraception. These systems create opportunities to collect more granular data about users and make that data widely available so as to ‘demystify the reproductive cycle’.\(^ {60}\) Menstruation is a commonly neglected topic in many countries and substantial numbers of young people have knowledge gaps and misconceptions about their menstrual cycles.\(^ {61}\)

By offering freely accessible SRH content, these platforms serve an important function in the SDG era by empowering individuals to become more informed and better educated about crucial SRH topics. This has significant implications for the exercise of bodily autonomy and sexual and reproductive decision-making. UNESCO’s technical guidance on comprehensive sexuality education (‘CSE’) highlights the impact that CSE has on SRH.\(^ {62}\) It contains findings from two evidence review processes conducted in 2008 and 2016 that CSE can increase the use of condoms and other forms of contraception and reduce sexual risk-taking behavior.\(^ {63}\) While the emphasis of the research has been on how CSE facilitates behavioral and attitudinal change, the guidance also suggests that CSE can contribute to much broader outcomes such as gender equitable norms, reduction of intimate partner violence and decrease in discrimination.\(^ {64}\) CSE is primarily discussed in relation to official school curricula but digital technologies are becoming an increasingly relevant medium through which SRH information is consumed. Indeed, UNESCO's technical guidance explicitly acknowledged that adolescents frequently learn about SRH issues through informal channels like

\(^{54}\) Id.


\(^{57}\) Asos Mahmood et al., Use of Mobile Health Applications for Health-Promoting Behavior Among Individuals with Chronic Medical Conditions, 5 DIGITAL HEALTH 1, 2 (2019).


\(^{62}\) Id. at 28.

\(^{63}\) Id. at 28-29.
social media\textsuperscript{65} and bodies like the World Health Organization ('WHO') have deployed a range of digital tools in SRH educational interventions targeted at youth.\textsuperscript{66}

Yet, the empowerment narrative risks conceiving of digital technologies as a set of tools marked by neutrality and predictability, which obscures the ‘complexity of assemblages’ within digital technologies.\textsuperscript{67} Paula Baraitser and Alan Cribb offer an alternative conception of digital technologies as ‘non-human actors… with their own agency’, allowing us to parse the underlying values reflected by a piece of technology and consider factors like interface design, marketing tactics, underlying algorithms and language.\textsuperscript{68} Technology providers with their own commercial incentives now stand in the place of traditional health care intermediates. They exercise a great deal of control over SRH information, deploying complex algorithms informed by personal data that dictate the type of SRH content people receive, when they receive it and in what form. Exactly what this means from a human rights perspective is not yet entirely clear, in part due to the opacity of algorithmic decision-making and lack of transparency surrounding the corporate and political interests at play.

\textsuperscript{65} Id. at 24.
\textsuperscript{68} Id. at 844-45.
Digital Platforms as SRH Information Gatekeepers

In LMICs, where poor network coverage and resource limitations impede widespread internet use, certain digital platforms monopolize the internet. One example of this is Free Basics, which is a platform operated by Facebook that has the aim of ‘connecting the unconnected’. Facebook has partnered with mobile operators in a number of LMICs to provide phone bundles that include free access to Free Basics (essentially a pared-down version of the internet that provides users with access to a limited number of websites, including Facebook). Free Basics sits under the umbrella of Facebook’s Internet.org initiative, and has drawn the ire of regulators in different countries for violating network neutrality. In Bangladesh, where Free Basics was only recently phased out, a 2018 study found that Facebook use was so ubiquitous that many young people did not distinguish between Facebook and the wider internet. For many users, Facebook ‘offers an illusion of using the whole internet’, which destabilizes the idea of an open internet.

Facebook allows advertisers to target users based on personal data that it has mined from online activities and search behaviors, which renders users ‘vulnerable to unscrupulous market exploitation that does not have their health interests at heart’. A 2018 study conducted in Spain found that Facebook had labeled 73% of users in the European Union as having ‘sensitive interests’ for advertising purposes. ‘Reproductive health’ was included as a sensitive ad preference. In some instances, users are targeted on the basis of personal data collected by other platforms. An investigation carried out by Privacy International revealed that certain widely-downloaded menstruation apps were selling user data to parties like Facebook. In some cases, the data was shared before users had even consented to the app’s privacy policy. The US Federal Trade Commission filed a complaint in January 2021 against period-tracking app, Flo, alleging that the app was passing along intimate consumer health data to companies like Google and Facebook for advertising purposes. As Privacy International explains, certain data

---


72 Linda Waldman et al., ‘We Have the Internet in Our Hands’: Bangladeshi College Students’ Use of ICTs for Health Information, 14 GLOBALIZATION & HEALTH 1, 12 (2018).

73 Id.

74 Id.


76 Id. at 483


78 Id.

collected by the app like data on a user’s mood is particularly valuable for advertisers who can time advertisements so that they target users at a time when their mood renders them more vulnerable to suggestion.80

Individual users labeled as having an interest in reproductive health can be targeted with SRH-related content that may be medically inaccurate. The social media algorithms that determine the content users see prioritize engagement over accuracy because their primary objective is to sell targeted advertising space.61 The mechanics of how these platforms facilitate the flow of misinformation are extraordinarily complex but, in short, studies have revealed that social media sites have a commercial incentive to promote inaccurate or divisive content because users are more likely to engage with it.82 A 2019 investigation demonstrated that a neutral search for ‘vaccine’ on platforms like Facebook and Youtube generated high volumes of anti-vaccine content regardless of the user’s profile and search history.83 False online content appears to generate more user engagement than the truth. In fact, research published by MIT Sloane professors in the journal Science revealed that falsehoods are 70% more likely to be retweeted than truthful content.84

SRH topics are often the subject of online disinformation campaigns, which refers to online content created with an intent to deceive.85 Third party actors have discovered ways to manipulate online platforms like Facebook, Google and Whatsapp to deliberately promote inaccurate SRH information with the aim of dissuading people from seeking abortions. An investigation by Privacy International revealed the methods deployed by pro-life groups, primarily based in the United States, to disseminate disinformation regarding pregnancy and family planning.86 Often, these campaigns target women in Latin American countries who are led to believe that they are interacting with abortion providers.87 These online resources provide inaccurate information on issues like bleeding and what the abortion procedure entails.88 This extends into the physical space as women are encouraged by advertisements and websites to visit clinics where they are barraged with anti-abortion messaging and materials.89 Public debates regarding the legalization of abortion spawned a misinformation campaign agitating against CSE in Argentina and led to over one million euros being spent on Facebook ads during the Irish referendum on repealing a Constitutional amendment

80 Id.
81 Jessica Morley et al., Public Health in the Information Age: Recognizing the Infosphere as a Social Determinant of Health, 22 J. MED. INTERNET. RES. e19311, at 1, p. 5 (2020).
84 Soroush Vosoughi et al., The Spread of True and False News Online, 359 SCi. 1146, 1149 (2018).
88 Id.
89 Id.
that restricted abortion legislation. These groups have also developed sophisticated strategies for obtaining Google’s Adwords Grant for nonprofits that allows them to promote their content and services on Google. According to Privacy International, it is impossible for users to determine at face value the identity of organizations responsible for these advertisements, often hosted on social media platforms. The lack of transparency regarding who is behind certain pieces of content puts users at an extreme disadvantage in terms of their ability to make informed choices about SRH-related care.

The deluge of information available online places a cognitive strain on people’s ability to adequately parse that information. Digital disintermediation requires users to be more informationally self-sufficient, but navigating the complex data and informational ecosystems in which users are embedded can be incredibly challenging. One aspect of this is the ability to distinguish between credible and non-credible sources, which can be especially difficult for communities where structural inequalities reduce opportunities to acquire the know-how to achieve this. Research has found that, as of 2020, there are 300 million fewer women than men using internet connected mobile phones, with the gap in South Asia – at 51% - being the highest gender divide. In Bangladesh, young women reported being discouraged from spending time on their phones or online by older family members. In addition, women who experience intimate partner violence often lack control over their mobile devices and have their internet use monitored.

UNESCO points out that skill deficits have actually superseded access issues as the main cause of the digital gender divide. According to a 2019 report prepared by UNESCO and EQUALS, women and girls are 25% less likely than men to know how to leverage technology for basic purposes. There are manifold reasons for this including prohibitively high costs, lack of educational opportunities and a scarcity of relevant and empowering content. Contrary to popular belief, this problem is not limited to LMICs. Richer countries with high levels of gender equality, such as those in Europe, have some of the lowest proportions of women pursuing advanced degrees in computer science. A report produced by the World Wide Web Foundation, Women’s Rights Online: Report Cards 1 (2016), http://webfoundation.org/docs/2016/09/WRO-Gender-Report-Card_Overview.pdf.

---

91 Id. at 66.
92 Id.
94 Gunther Eysenbach, Credibility of Health Information and Digital Media: New Perspectives and Implications for Youth, in DIGITAL MEDIA, YOUTH AND CREDIBILITY 123, 131 (Miriam J. Metzger & J. Flanagin eds., 2008).
96 Linda Waldman et al., ‘We Have the Internet in Our Hands’: Bangladeshi College Students’ Use of ICTs for Health Information, 14 GLOBALIZATION & HEALTH 1, 5 (2018).
99 Id. at 15.
Foundation argues that the digital divide is specifically exacerbated by an absence of quality information on SRH issues.¹⁰² It identified SRH information as one of the critical content areas that would most affect women’s rights and opportunities.¹⁰³ The Foundation surveyed ten LMICs¹⁰⁴ and found a scarcity of ‘user-friendly, locally relevant’ SRH information.¹⁰⁵ In addition, online information is primarily focused on childbirth and child-rearing as opposed to areas like contraception use and access to safe abortions.¹⁰⁶

Populations with poor digital literacy are disadvantaged because they are not in a position to verify the accuracy of the information they receive from online sources and are at greater risk of being exploited by actors with hidden commercial or otherwise nefarious agendas.¹⁰⁷ There also appears to be a correspondence between people with low levels of eHealth literacy and reliance on digital sources of health information that are of poorer quality.¹⁰⁸ Making SRH decisions founded on biased or poor-quality online health advice may have serious ramifications for users. Jessica Morley and colleagues suggest that we recognize the quality of the digital health information environment, which they refer to as the ‘infosphere’, as a social determinant of health.¹⁰⁹ To do so would serve as an acknowledgment that the way in which people process, absorb and react to information from digital sources has a demonstrable effect on their physical health. Research on responses to COVID-19 misinformation, for example, revealed that it affected individual decision-making in relation to their health i.e., their willingness to accept a vaccine when one becomes available.¹¹⁰ To the extent that users are aware of the risk of inaccurate information being disseminated via online platforms, this may have a chilling effect on the exercise of SRH rights. Research has shown that young women in Rwanda, Malawi and India are reluctant to seek follow-up sexual and reproductive health care on the basis of information sourced from digital platforms because of their belief that the information may be untrustworthy.¹¹¹ Others refuse to search certain topics due to privacy concerns.¹¹² A failure to understand, act on and apply credible health information can lead to negative health consequences.¹¹³

¹⁰³  Id.
¹⁰⁴  Namely Kenya, Uganda, Mozambique, Nigeria, Ghana, Egypt, Colombia, India, Indonesia and the Philippines.
¹⁰⁷  Jessica Morley et al., Public Health in the Information Age: Recognizing the Infosphere as a Social Determinant of Health, 22 J. MED. INTERNET. RES. e19311, at 1, p. 5 (2020).
¹⁰⁸  Xuewei Chen et al., Health Literacy and Use and Trust in Health Information, 23 J. HEALTH COMM. 724, 728-31 (2018).
¹⁰⁹  Jessica Morley et al., Public Health in the Information Age: Recognizing the Infosphere as a Social Determinant of Health, 22 J. MED. INTERNET. RES. e19311, at 1, pp. 6-7 (2020).
¹¹⁰  Sander van der Linden et al, Inoculating Against Fake News About COVID-19, 11 FRONTIERS IN PSYCH. 1, 2 (2020).
¹¹²  Id. at 20.
¹¹³  Xuewei Chen et al., Health Literacy and Use and Trust in Health Information, 23 J. HEALTH COMM. 724, 724 (2018).
In addition to enabling the flow of mis- and disinformation, online platforms delimit the type of SRH information to which users have access by censoring content that they deem ‘sexually explicit’ or otherwise inappropriate. In this respect, they function as moral gatekeepers, imposing their own norms regarding sexual behavior and health on users. Facebook’s advertising policy, for example, requires that adverts for contraceptives focus on the ‘contraceptive features of the product and not on sexual pleasure or sexual enhancement’.114 This may capture advertisements encouraging safe sex practices that paint sex in a positive, as opposed to ‘neutral’, light.115 This has caused issues for public health interventions that make use of social media and other online platforms to reach target audiences. In a 2015 investigation by the Atlantic, a sexual health organization reported that Google had banned the sale of their contraceptive education kits online because they were classified as sex toys.116 Thus, even in situations where public health professionals attempt to harness online platforms to provide accurate and reliable SRH content, commercial providers stand in the way of access to quality SRH information and education.

Conceptualizing online platforms as objective tools that do no more than empower users to better exercise their sexual and reproductive rights disguises the way in which technology providers control and shape the flow of SRH information to serve their own pecuniary interests. Traditional information gatekeepers have been replaced by technology providers with their own financial incentives who operate under a ‘façade of peer-to-peer mediation’.117 It is undeniable that digital technologies have to some extent facilitated disintermediation in health care, allowing users to circumvent certain intermediaries that restrict their access to SRH information and care. But actors in the digital health space must be cognizant of how online spaces fall short of supporting sexual and reproductive rights and the SRH-related SDGs due to commercial gatekeeping practices.

116 Id.
117 Linda Waldman et al., ‘We Have the Internet in Our Hands’: Bangladeshi College Students’ Use of ICTs for Health Information, 14 GLOBALIZATION & HEALTH 1, 12 (2018).
The Inscrutability of Algorithmic Processes

Algorithmic Opacity and the Rise of Digital Surveillance

At the heart of these technologies are complex algorithms that use machine learning technologies to mine user data and make predictions about user behavior, offer health diagnoses or deploy targeted advertising. Many of these algorithms use models that are so complex that the logic underlying certain outputs is inaccessible to all but the most sophisticated technology experts. The explainability of human error is a key distinguishing feature that sets human decision-making apart from algorithmic decision-making. In some cases, algorithms developed by commercial providers are the subject of intellectual property rights and are thus immune from public scrutiny. Colloquially referred to as ‘black boxes’, these algorithms are shrouded in secrecy and not easily explainable. Users do not have access to the default settings that apply when apps generate outputs, the data on which those outputs are based and how it is processed. On top of this, apps featuring more sophisticated forms of artificial intelligence may generate highly unpredictable and unstable outcomes, which raises governance and regulatory concerns.

The ‘Quantified Self’ movement and pervasive social media use has led to this concept of ‘participatory surveillance’, whereby users voluntarily submit to the mining and repurposing of their personal data, sometimes engaging in self-monitoring as in the case of self-tracking apps. Digital technologies are transforming the way that individuals engage with their sexual and reproductive health by creating dynamic, asynchronous and interactive spaces for users to seek out SRH information and care. However, this also means that health services are intruding into intimate spheres of people’s private lives to an unprecedented extent, amassing enormous volumes of sensitive personal data. Data collected by apps and other platforms which, in isolation, may seem fairly innocuous can, in the aggregate, reveal extremely comprehensive pictures of individuals’ intimate lives. As Deborah Lupton argues, the participatory surveillance narrative renders opaque the ways in which users’ data may be misused by platform providers because these technologies are framed as open and collaborative spaces that empower users to take control of their own health data. While providers have access to extremely granular data about their users, the same is not true in reverse – users know little to nothing about how these platforms process their information. Even in situations where technology users are prompted to read and acknowledge a privacy policy, the information is often presented in an ambiguous and
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convoluted manner.\textsuperscript{125} In the case of the period-tracking app, Flo, the app’s privacy policy allegedly misled users regarding to the extent to which their personal health data would be shared with third parties.\textsuperscript{126}

The resulting information asymmetries create serious human rights concerns where, for instance, personal data is sold to third parties.\textsuperscript{127} In certain contexts, for example, the disclosure of HIV status can be extraordinarily dangerous for criminalized populations who may face prosecution under discriminatory laws. As of 2019, 75 countries criminalized HIV non-disclosure, exposure or transmission, including unintentional transmission.\textsuperscript{128} Revealing information about the termination of a pregnancy can expose people to social and legal discrimination in countries where abortion remains illegal. It also increases the risk of intimate partner violence in situations where women are subject to reproductive coercion.\textsuperscript{129} As discussed in the previous section, certain social media platforms allow advertisers to target users based on personal data they have collected or bought. As Yeung points out, individual profiling and data repurposing undermines not only the right to privacy but the right to ‘informational self-determination’,\textsuperscript{130} which is the right of the individual to determine ‘when and within what limits information about [her] private life should be communicated to others’.\textsuperscript{131}

This trend toward data-driven analysis and profiling allows digital technologies to offer advice and diagnoses without revealing to users how their personal data is being processed to generate this information. Some apps offer preliminary diagnoses of health conditions on the basis of data inputs. Two major menstruation-tracking apps, Flo and Clue, assess a person’s risk for polycystic ovary syndrome. However, there is evidence that these apps do not conduct ‘high level clinical studies’ to determine the accuracy of these diagnostic tools nor do they properly consider the repercussions of misdiagnoses.\textsuperscript{132} Users have few insights into how these tools work, nor do they understand the basis on which these health assessments are made. This shift from quantification to medicalization\textsuperscript{133} is especially troubling because of the potentially deleterious consequences of inaccurate diagnoses.

\begin{itemize}
\item \textsuperscript{125} I. van Ooijen & Helena U. Vrabec, \textit{Does the GDPR Enhance Consumers’ Control Over Personal Data: An Analysis From a Behavioral Perspective}, 42 J. CONSUMER POL’Y 91, 94-96 (2019).
\item \textsuperscript{127} A Privacy International investigation revealed that several menstrual cycle tracking apps were selling users’ personal data to Facebook for targeted advertising purposes. See PRIVACY INTERNATIONAL, NOBODY’S BUSINESS BUT MINE: HOW MENSTRUATION APPS ARE SHARING YOUR DATA (2019), https://privacyinternational.org/long-read/3196/no-bodys-business-mine-how-menstruations-apps-are-sharing-your-data.
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\item \textsuperscript{131} BVerfG, 1 BvR 209/83, 1 BvR 484/83, 1 BvR 440/83, 1 BvR 420/83, 1 BvR 362/83, 1 BvR 269/83. Dec. 15, 1983 at 32, https://www.bundesverfassungsgericht.de/SharedDocs/Entscheidungen/DE/1983/12/rs19831215_1bvr020983.html.
\item \textsuperscript{133} Id.
\end{itemize}
Menstrual-tracking apps also convey information in a way that blurs the line between medical and lifestyle advice. As a result, they often do not fall within the purview of national health regulators.  

A study analyzing health apps on Apple’s app store found that the majority did not reveal where they source health information and advice.  

As Bloom and colleagues point out, while diagnostic guidelines are generally developed in the public eye, the algorithms used by apps to diagnose and advise are inaccessible to users. In some instances, app providers may have covert relationships with pharmaceutical companies and are thus incentivized to give advice on and encourage drug usage. The impenetrability of how these technologies provide health advice poses complex accountability questions. How can users who receive poor quality SRH information or advice seek redress when they do not understand how the system generates that information or advice in the first instance?

**Algorithmic Authority**

Because AI-based technologies promise objectivity and neutrality, many users are prone to simply accepting algorithmic outputs as representing an infallible truth. This creates an illusion of ‘algorithmic authority’, which belies the hidden value systems embedded in these technologies. The creation of platforms that utilize algorithms inevitably involves a series of decisions that reflect the belief systems of the people that make them. Decisions such as feature selection, training data and validating models are all made by humans with their own biases and prejudices. A 2017 study revealed that some AI technologies replicate human-like semantic biases. Researchers analyzed millions of words and found that machine learning models made empirical associations with words that reflected cultural stereotypes and biases. Male names, for instance, were closely associated with career-related terms, while female names had family-related associations.

Another issue with the use of AI in providing health information and diagnoses is that training datasets that inform algorithmic outputs are often incomplete or biased as they fail to capture data from underrepresented and marginalized
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groups. Women, for example, have historically been ‘othered’ in medical research. Machine learning models that draw on research data that does not consider health issues specific to women risk encoding gender bias in algorithmic outputs. Moreover, the standards and expectations as to what constitutes ‘normal’ in relation to SRH issues draw primarily on aggregated data from American and European white women. This inevitably impacts the quality of health information and advice provided by these apps.

The notion that algorithmic outputs are somehow unimpeachable also means that technology providers and developers are in a position to configure norms surrounding sexual and reproductive bodies and impose their own conceptions of what types of SRH-related activities and behaviors are acceptable. It is worth noting that rarely do these actors represent the broader population that these technologies serve. At Google, for example, only 10% of machine intelligence employees are women. Moreover, the values promoted by these platforms may not be compatible with the democratic values and international human rights frameworks that should inform public health dialogues, threatening to erode the ‘socio-technical foundations of moral and democratic community’. Deborah Lupton has examined the normative impact of sexual and reproductive self-tracking apps. On Lupton’s account, SRH apps are not simply tools but are ‘sociocultural products located within pre-established circuits of discourse and meaning’. These technologies reduce sexual and reproductive bodies to ‘rigid normalized categories’ that fail to capture the complexity and nuance of how people experience SRH issues. Lupton argues that, in the case of period-tracking apps, data is used to create narratives that focus on risk and medicalization and perpetuate ideas about women’s bodies as ‘chaotic’ or ‘disorderly’. Studies focused on the design of menstruation tracking app interfaces have found that they are steeped in heteronormative assumptions and use ‘stereotypically feminine attributes’ i.e., color schemes featuring a lot of pink and flower graphics. This type of exclusionary design can be very alienating for some user populations.
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The other consequence of technology providers stepping into this norm setting role is the creation of a base norm of SRH-related behavior that promotes individual self-management of health. There is a risk that an overemphasis on ‘self-care’ effectively shifts the burden of health care from the state to individuals. According to Lupton, this is a product of neoliberal policies that makes citizens responsible for management of health and stigmatizes those who deviate from these expectations.\(^{160}\)

This presents a problem for attainment of the SRH-related SDGs and securing the right to health as it detracts from the obligations of the state to provide health care to its citizens. Ultimately, digital technologies that provide SRH information and care must be deployed in conjunction with a robust health infrastructure that includes adequate funding for more traditional health care programs.\(^{161}\) Some scholars have in fact suggested replacing the rhetoric of ‘digital empowerment’ with the concept of ‘digital health companionship’, acknowledging the limitations of digital technologies as a substitute for certain forms of in-person care.\(^{162}\)

Endometriosis, an incredibly painful reproductive health condition that notoriously takes many years to diagnose, is a good example of a condition that benefits from digital health companionship. Digital technologies have been used to enable patients to document their symptoms of endometriosis and share them with clinicians but ultimately treatment of this disease can only be achieved surgically.\(^{163}\)

The upshot of this is that in the digital health knowledge economy decisions regarding public health norms are increasingly subject to hidden privatization.\(^{164}\) The opacity surrounding the extent to which the private sector shapes these norms makes it difficult for the public to understand the underlying values at play or the ‘value trade-offs’ being made.\(^{165}\) There are significant implications for people living in LMICs where pluralistic health systems present challenges for implementing ‘pro-equity’ strategies,\(^{166}\) so the stereotypes perpetuated by these apps regarding sexual and reproductive bodies may be particularly harmful. Because users have a limited understanding of how these technologies operate, they are not in a position to challenge the implicit claim to authority made by algorithms relying on quantitative information. Meanwhile, on the other side of the information equation, technology providers with all kinds of intimate insights into individuals’ health profiles, sexual behaviors and preferences, and reproductive concerns have the capacity to alter the way that people approach their sexual and reproductive health.
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RECOMMENDATIONS

Supporting Greater Regulation of Online Platforms

Dr. Tedros Adhanom Ghebreyesus, Director-General of WHO, used the term ‘infodemic’ to describe the informational wars being fought over COVID-19. However, the pace of regulatory action in the digital health space to date has been slow. New commercial entrants into the digital health sector have a great deal of political negotiating power because of the control they wield over information and are seeking to mold the regulatory landscape to their advantage i.e., by promoting self-regulation. Objections to regulatory intervention are animated by concerns regarding free speech and the pluralistic values of openness, tolerance and inclusivity. As such, regulatory behavior that is viewed as ‘censorious’ faces significant public opposition on the basis that it prohibits expression of controversial opinions. Indeed, a report produced by the Broadband Commission examined state intervention into digital disinformation on COVID-19 and observed that many of these measures did not comply with international standards of proportionality and necessity. In some instances, these laws were enforced against legitimate producers of independent journalism, seriously curtailing the right to freedom of expression.

But given the ease with which misinformation spreads, the failure of online platforms to take sufficient steps to curb malicious SRH disinformation campaigns, the inadequacy of standalone educational interventions and the very real threats posed by inaccurate SRH information, it is clear that state-led intervention must be part of the solution. Specifically, regulatory action should aim to address the power disequilibrium that exists between online platforms and users by requiring providers to inform users about how and why certain SRH content is made available to them. International organizations such as the UN and
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WHO can support this through ‘collective action’ and by lobbying national governments to ‘secure a safe space for the health-related internet that abides by ethical principles, practices, and rules that honor public health interests’ and guarantees the veracity of SRH information found online.\(^{176}\) Acknowledging that the right to health, and more specifically the right to sexual and reproductive health, includes the right to accurate information (as is recognized by the SDGs) should be a priority of international human rights and health-focused organizations.\(^{177}\)

In December 2020, the European Union Commission introduced a draft legislative package that would regulate online intermediary services and impose, among other things, transparency obligations requiring providers to disclose information regarding the operation of targeted advertising and algorithmic processes.\(^{178}\) Similar regulatory action is needed in LMICs. In supporting such action, international organizations have a critical standard-setting function to fulfil in developing guidelines and principles for regulatory action that demands greater transparency from providers while respecting freedom of expression. Such transparency obligations should be proportionate to the power and influence that respective platforms wield over information consumption\(^{179}\) and the parameters should be determined by reference to the risk posed by different types of misinformation. In the SRH sphere, because of the way in which targeted advertising is manipulated by anti-abortion actors, enforcing requirements that platforms ‘disclose in real time the advertisements viewed on their services’, along with information including the advertiser, selection criteria for targeting recipients and revenues,\(^{180}\) may be particularly relevant.

### Developing Transparent and Reliable SRH Information Platforms

In response to free speech concerns, the Broadband Commission suggests balancing restrictive measures with enabling measures that promote the flow of accurate information in online spaces.\(^{181}\) These initiatives mostly take the form of counter-disinformation campaigns.\(^{182}\) The initiative most pertinent to this discussion is ‘Verified’, a platform launched by the United Nations that aims to increase the volume and reach of accurate COVID-19 related information.\(^{183}\) A similar initiative in the SRH space could be an effective means of facilitating access to reliable content on SRH issues, ensuring that users can identify the
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\(^{180}\) Some examples include the UN Global Pulse teams, who are developing analytics tools, methodologies and frameworks to assist the UN in understanding the operational contexts in which disinformation is disseminated and received by audiences. In addition, UNESCO published two policy briefs analyzing the ‘disinfodemic’ and dissecting responses to COVID-19 disinformation. They also launched a mobile e-learning tool that allows users to test their level of disinformation literacy.

source of health information that they are consuming and, importantly, diminishing the control that commercial online platforms wield over users’ informational environment by providing a trustworthy alternative.

Recent research suggests counter-disinformation campaigns should focus on providing detailed, alternative accounts to inaccurate online content rather than simply refuting or debunking false information.\textsuperscript{184} Studies have found that retracting misinformation is ‘notoriously ineffective’\textsuperscript{185} because once people have processed information that they perceive as somewhat credible it is very difficult to roll it back.\textsuperscript{186} Ulrick Ecker explains that individuals generally create mental models to make sense of the world. Retracting dis- or misinformation that constitutes a critical component of that mental model leaves a gap that can be very disruptive for peoples’ cognitive processes.\textsuperscript{187} The solution is to present plausible counter-messages that effectively fill that gap.\textsuperscript{188} There are still limitations to this approach, namely that the counter-message may be overly convoluted or it is rejected because it doesn’t align with someone’s worldview.\textsuperscript{189} But building platforms that dedicate attention and resources to constructing truthful counter-narratives regarding issues like menstruation, pregnancy, family planning and HIV would be a promising starting point. This is particularly true given the highly politicized nature of SRH, where actors have a range of incentives to perpetuate false messages about sexual behavior and reproductive health.\textsuperscript{190} The existence of platforms that provide information from sources that are readily identifiable as credible and trustworthy will hopefully assist users in making informed decisions regarding the reliability of SRH information and ease their reliance on commercial providers.

In addition, inoculating individuals against the manipulation techniques underpinning disinformation campaigns may allow people to, using a virus analogy, develop their own ‘antibodies’.\textsuperscript{191} A platform similar to Verified may do this by producing content that educates people about the strategies adopted by actors responsible for disseminating misleading content about sex and reproduction. This is referred to as ‘active inoculation’.\textsuperscript{192} Alternatives to the existing commercialized and commodified online platforms that place a greater emphasis on privacy and data security would also enable users to exercise more control over their personal data.\textsuperscript{193} Such platforms should be a collaborative effort and be rolled out in conjunction with education
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campaigns aimed at increasing digital health literacy, private sector initiatives that flag\textsuperscript{194} or remove false information on existing platforms and regulatory action that respects freedom of expression.

\textbf{Regulating for Greater Algorithmic Transparency}

Given the influence exercised by technology providers in the digital health sphere, the ability of users to interpret and understand machine learning models is critical when exercising their sexual and reproductive rights. The General Data Protection Regulations (‘GDPR’), which are often referred to as the ‘gold standard’\textsuperscript{195} of data protection frameworks, provides for what Bryce Goodman and Seth Flaxman have termed a ‘right to explanation’.\textsuperscript{196} The parameters of this right are still to be determined.\textsuperscript{197}

More specifically, Articles 13 to 15 of the GDPR requires data controllers to inform data subjects of, among other things, the controller’s identity and contact details, the purpose and legal basis of data processing, recipients of the data and the right of access or erasure. In the automated decision-making and profiling context, data subjects are entitled to ‘meaningful information’\textsuperscript{198} about the logic involved, as well as the significance and the envisaged consequences of such processing for the data subject.\textsuperscript{199}

Some scholars query whether a right to explanation risks creating a ‘meaningless transparency paradigm’\textsuperscript{200} because the complex architecture of algorithms and their training models are often not interpretable in a way that is intelligible to the average layperson.\textsuperscript{201} Humans lack the ‘mental vocabulary of categories and concepts’ to fully grasp multi-dimensional machine learning tasks with a large array of variables.\textsuperscript{202} Moreover, the creation of simplified machine learning models that are more conducive to explanation may result in a performance-explicability trade-off.\textsuperscript{203} Edwards and Veale also point out that explanations may be unsatisfactory for users who provided inputs that are statistically anomalous relative to the dataset on which the system was trained.\textsuperscript{204}
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trained. This is the case because interpretable machine learning models may struggle to capture complex outlier cases. Some menstrual cycle-tracking apps, for example, use AI to predict a user’s next period. However, users with health conditions like PCOS may have irregular cycles that apps are unable to predict with any precision.

While the complexity of algorithmic processes complicates regulatory attempts to secure greater transparency and accountability for users of digital technologies, regulatory intervention can still serve a very important function – requiring that technology providers make the basic contours accessible to users. The right to explanation potentially offers a novel legal mechanism for creating more transparency around algorithmic decision-making processes. One scholar argues that it requires ‘understandable (or “legible”), meaningful, and actionable’ communication regarding algorithmic decision-making. As Yukti Sharma and colleagues assert, there are varying levels of explainability and what is appropriate in any given context depends on contextual factors like risk, for whom the technology is being made explainable and why, the rights and regulations the application of AI engages with and other operational factors. Developing regulatory frameworks that strike a balance between accuracy and explainability and require technology providers to provide a ‘reasonable’ explanation in the circumstances should be prioritized, especially in LMICs where there is a conspicuous absence of enforceable regulatory mechanisms.

Broadly, international organizations should encourage national governments to play an active role in creating enhanced regulatory regimes that correct the power imbalance generated by information asymmetries between users and platform providers. Embedding digital health technologies within a robust regulatory framework is critical in guaranteeing accountability. More specifically, international organizations should consider how to guide the development and implementation of regulatory frameworks in LMICs in a way that emphasizes a right to meaningful explanation relative to context. The G20 Artificial Intelligence Principles specifically identify transparency and explainability as a key principle in advancing trustworthy AI. These value-based and human-centered principles encourage member states to adopt measures that facilitate responsible disclosure regarding AI systems. This requires the provision of information that is ‘meaningful’, ‘appropriate to the context’ and ‘consistent with the state of art’. International organizations can work on further developing guidance as to what ‘reasonable explainability’ means from a regulatory perspective and what transparency requirements should be imposed on providers.
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A necessary part of that process involves coordinated, multilateral efforts to support countries and/or regions in developing policy frameworks (i.e., national strategies) that prioritize ‘reasonable explainability’ in the digital health space and are anchored in the G20 principles regarding transparency and explainability. The primary benefits of policy documents such as these are that they articulate a coherent strategy, identify objectives and offer mechanisms for implementation. In addition, they serve as a useful tool to guide specific regulatory action to reduce information asymmetries between technology providers and users by cementing a right to context-appropriate meaningful explanation. Support can take the form of progress reports, evaluation mechanisms for assessing implementation and impact, and technical frameworks for states to prepare strategies. Similar initiatives have been carried out in the information communications technology and statistics domain upon which something like this could be modelled.214

**Algorithms as ‘Global Public Goods’**

Developing algorithms and machine learning systems for use in the digital health space as ‘global public goods’ (‘GPGs’)215 may assist in reducing the informational imbalance between technology providers and the public.216 A 2020 report of the UN Secretary-General entitled ‘Roadmap for Digital Cooperation’ draws on this idea of digital technologies like AI as GPGs by setting out the benefits of ‘digital public goods’ for attaining the SDGs, particularly for LMICs.217 It defines digital public goods as ‘open-source software, open data, open artificial intelligence models, open standards and open content that adhere to privacy and other applicable international and domestic laws, standards and best practices and do no harm’.218 It uses the example of the 2014-15 Ebola crisis in West Africa to illustrate how ‘real-time and predictive insights’ generated by big data and AI helped contain the virus.219 Algorithms as GPGs would hopefully result in new insights into how these technologies mine and process personal data to provide SRH information, advice and diagnoses, tipping the informational scales in favor of users so that they can better access the digital health knowledge economy.

From a policy perspective, one consequence of classifying something as a public good is that the state must be an active participant in its distribution.220 National governments do so by providing direct support and by creating financial incentives for the private production of public goods.221 At the international level, there are obviously limitations to what individual states can
do in terms of providing GPGs on a global scale. Thus, international organizations have a crucial role to play in facilitating access to these underlying algorithms as GPGs. In making the case for knowledge as a GPG, Joseph Stiglitz argues that GPGs provide a 'central rationale for international collective action'.\textsuperscript{222} Knowledge, he argues, is key to successful development\textsuperscript{223} and conceiving of it as a GPG enables us to better understand the 'special responsibilities' borne by the international community to produce and disseminate knowledge.\textsuperscript{224} International organizations like the World Bank and the UNDP operate as knowledge banks, producing and disseminating knowledge on a broad scale. Applying this reasoning to the digital health realm, it is clear that global multi-stakeholder initiatives that work on producing common standards for the sharing of open AI models and focus on transmitting technical expertise would serve an integral function in distributing knowledge regarding algorithms as a GPG. One existing example of this is the Digital Public Goods Alliance,\textsuperscript{225} which offers a platform for sharing digital public goods, pooling data and creating communities of practice.\textsuperscript{226}

UN agencies and other international organizations should consider how they can make better use of their convening role to support algorithms as GPGs at the intersection of SRH and digital health. The provision of an international, multilateral platform for the sharing of knowledge regarding transparent AI and machine learning models to be used in the SRH-related technology space would be a good starting point. While there has been some discussion of algorithms as GPGs in digital health more broadly, there are currently no initiatives focused specifically on SRH and the particular risks that algorithmic opacity poses to individual rights and attainment of the SRH-related SDGs.\textsuperscript{227} Convening achieves the collective action necessary to address common challenges.\textsuperscript{228} Facilitating dialogues in the form of high-level panels, working groups and conferences that speak to how algorithms as GPGs can decrease information asymmetries between technology providers and users in the area of SRH could help to place this issue at the center of international development agendas. This will require a concentration of resources, strong leadership and sustained operational work at the country level.\textsuperscript{229}

Promoting algorithms as GPGs or encouraging the creation of digital public goods does not provide a 'silver bullet' solution to algorithmic opacity. It is also important to acknowledge that knowledge infrastructures of different countries shape the extent to which those populations can take advantage of digital public goods, which leads to uneven distribution in
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geographic terms. The amount of tools, education and resources needed to exploit the ‘basin of [freely available] knowledge’ are non-trivial for many LMICs. But the transition from an industry-led system to one that involves significant participation by governments, UN agencies and international coalitions will ideally prompt a paradigm shift that emphasizes international cooperation, state-sponsored initiatives and greater public support for private development of algorithms as GPGs.


CONCLUSION

Digital technologies have become a necessary part of the way that people access SRH information and care. Indeed, they increasingly play a crucial role in the dissemination of health knowledge and enable at-risk populations to bypass human intermediaries that may restrict access to pertinent SRH information. But information asymmetries between users and technology providers conceal the extent to which digital platforms like social media websites and smartphone apps are commodified spaces that are ‘bent to commercial interests’.232 There are some serious rights-based and ethical concerns arising from this that affect attainment of the SRH-related SDGs and implicate broader human rights such as the right to health, the right to privacy, the right to informational self-determination, the right to freedom of expression and the right to non-discrimination. By replacing traditional information gatekeepers, technology providers have the capacity to control the flow of SRH information and make normative decisions regarding public health values in a way that is opaque to users. They have also amassed enormous volumes of personal data, which not only infringes upon individual rights but threatens the socio-technical foundations of the human rights framework. International organizations must be cognizant of the threats presented by digital technologies in the SRH realm and leverage their role as global conveners, facilitators and standard setters to support both regulatory and non-regulatory action that reduce information disparities between technology providers and users.
